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Abstract

The use of mathematical models to study cardiac electrophysiology has a
long history, and numerous cellular scale models are now available, covering
a range of species and cell types. Their use to study emergent properties
in tissue is also widespread, typically using the monodomain or bidomain
equations coupled to one or more cell models. Despite the relative maturity
of this field, little has been written looking in detail at the interface be-
tween the cellular and tissue level models. Mathematically this is relatively
straightforward and well-defined. There are however many details and po-
tential inconsistencies that need to be addressed, in order to ensure correct
operation of a cellular model within a tissue simulation. This paper will
describe these issues and how to address them.

Simply having models available in a common format such as CellML is still
of limited utility, with significant manual effort being required to integrate
these models within a tissue simulation. We will thus also discuss the facilities
available for automating this in a consistent fashion within Chaste, our robust
and high-performance cardiac electrophysiology simulator.

It will be seen that a common theme arising is the need to go beyond
a representation of the model mathematics in a standard language, to in-
clude additional semantic information required in determining the model’s
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interface, and hence to enhance interoperability. Such information can be
added as metadata, but agreement is needed on the terms to use, including
development of appropriate ontologies, if reliable automated use of CellML
models is to become common.
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1. Introduction

Computational modelling of cardiac electrophysiology has developed ex-
tensively over the last 50 years at all spatial scales. Numerous models at
the cellular scale are now available, covering a range of species, cell types,
and experimental conditions. As well as being used to study cellular scale
phenomena, these models are frequently also embedded within a framework
that describes cardiac tissue, in order to investigate the propagation of elec-
trical activity that gives rise to the heartbeat. Such emergent behaviour at
the tissue level can be very effectively modelled (Clayton et al., 2010).

With its long history, this field is relatively mature. Many of the cellular
level models have been curated and are available in a standard computer-
readable format from the CellML model repository (Lloyd et al., 2008), pro-
viding easy access to checked encodings of the model equations. Several
tissue-level simulation environments are also available (Niederer et al., sub-
mitted). However despite this, little has been written looking in detail at the
interface between these levels. Perhaps this is because, as we shall describe
shortly, this interface is relatively straightforward and well-defined from a
mathematical point of view. However, in order to ensure correct operation of
a cellular level model within a tissue simulation, there are many details and
potential inconsistencies that must be taken into account and addressed.

Tissue-level cardiac electrophysiology is usually modelled using the bido-
main equations (or the monodomain simplification thereof). These consist of
two partial differential equations (PDEs) describing the intracellular and ex-
tracellular potential fields (¢; and ¢.) through the cardiac tissue as a reaction-
diffusion system, coupled at each point in space with a system of ordinary dif-
ferential equations (ODESs) representing the concentrations of ions and other
variables at the cellular level (see, for example, Keener and Sneyd, 1998). Let
Q) denote the region occupied by the cardiac tissue. In the parabolic—elliptic
formulation, which describes ¢, and the transmembrane voltage V,, = ¢;—¢,,



the bidomain equations are then
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where (1a) and (1b) describe the spatial and temporal evolution of the electi-
cal potentials, and (1c) describes the remaining cellular level behaviour. Here
0; is the intracellular conductivity tensor, o, is the extracellular conductivity
tensor, x is the surface area to volume ratio, C,, is the membrane capacitance
per unit area, w is a set of cell-level variables (such as gating variables, ion
concentrations, etc.), and [jo, = lion(u, V},) is the transmembrane ionic cur-

rent per surface area. I0on = I + I8V where the source terms [ and

total —
Ie(VOl) are the intra- and extra-cellular stimuli per unit volume. Appropriate

boundary and initial conditions must also be applied; see (Pathmanathan
et al., 2010a) for details.

In this paper, we examine three classes of issues concerning the interop-
erability of CellML models of cellular electrophysiology within cardiac tissue
simulations, and indicate possible strategies to address each of them.

The first class of issues arises from the fact that the cellular models avail-
able in the CellML model repository are not formulated as components of a
tissue model, but represent entities somewhere between an isolated cell and
a patch of cell membrane. They thus do not provide straightforward defini-
tions of the terms [j,, and f as they appear in (1). Rather, their equations
appear in the form

dvm o Iion(’u'a Vm) + Istim

dt - Cm ) (2&)
du
= Fw Vi), (20)

or a variation thereof. The first challenge is therefore to identify the relevant
variables within the cell model for coupling to the tissue model, and extract
the necessary equations. This is the topic of Section 2.1.

The next class of issues, treated in Section 2.2, is that of inconsistencies
between the models being connected. This may arise through differing use of
units, from variations in how the models are structured, or from differences



in parameter values. The final class of issues we address, in Section 2.3,
are those faced by software that is intended to be generic enough to be
able to deal with different cell types. A sample simulation, illustrating the
importance of addressing these issues correctly, is presented in Section 3.

These issues are of particular importance to those seeking to exploit the
full potential of having cellular models available in a standard language such
as CellML, by being able to reuse these models within tissue simulations
without significant manual effort. For each issue, we therefore also describe
the support available in Chaste (Pitt-Francis et al., 2009), via the PyCml
software (Cooper, 2009; Garny et al., 2008), for automatically addressing it
when processing a suitably annotated cell model. This allows the transpar-
ent inclusion of any cell model represented in CellML within a tissue sim-
ulation. The cardiac portion of Chaste is a powerful, efficient, parallel and
well-engineered monodomain/bidomain solver. Chaste is open-source and
available for download at http://web.comlab.ox.ac.uk/chaste/. All of
the functionality described in this paper is present in the version 2.2 release.

We conclude in Section 4 by identifying common threads arising from
these issues, and discuss some of the wider implications for the computational
modelling field.

2. Issues to consider

The main focus of this paper is on the interfaces between cellular and
tissue level models as systems of equations. Firstly however, it must be
noted that the choice of numerical scheme for solving the equations also has
an impact on this interface. This question has been investigated in some
detail elsewhere and so will not be addressed here. For example, where
and how in the spatial domain the cellular models are evaluated can have a
significant impact on the accuracy of certain features of tissue simulations,
such as the conduction velocity (Pathmanathan et al., 2011). The choice
of stimulus currents is also important, and incompatibilities can arise from
mixing formulations (Pathmanathan et al., 2010a).

2.1. Identification of model components

The first class of issues is concerned with the need to identify those por-
tions of the cellular model which form the interface to the tissue model. This
requires being able to handle variations in model variable naming conventions
(different authors use different names for key quantities) and also variations
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in how the model equations are structured in the CellML encoding of the
model. These only cause difficulty when automating the reuse of models—if
coding up the cellular model ‘by hand’ within a tissue simulator, the relevant
portions are readily identified by eye.

The cellular model variables in (2) that form the interface to (1) are V,,,
Lion, and Ig;,. Since this is a small set of quantities, one might first con-
sider simply testing for all names known to be used. Besides being prone to
failure on new models that might use a novel nomenclature, this approach
also requires testing for a surprising number of alternatives, and may for
some models identify incorrect variables, particularly in the case of [;,,. The
multiplicity of options derives in part from the structure of CellML, in which
models are decomposed into multiple components as an aid to reuse (Lloyd
et al., 2004). There may thus be variation in both component names (typi-
cally cell or membrane are used for the external interface of the model) and
variable names. Common cases for the latter include V, E, or Vm for V,,,
and i_Stim, I_st, or i_pulse for I;,, with variations in capitalisation also,
as can be seen in Table 1. Identification of [, is further complicated by
variations in the structure of the model equations, described in more detail
in Section 2.2. In particular, there is often not a single variable for [y, in
the model; rather it is implicit as a sum of component currents within the
equation for dV,, /dt. Hence analysis of the equation is required for robust au-
tomatic identification of this term, since matching purely on variable names
could potentially include currents which are internal to the cell, rather than
only the transmembrane currents comprising [ioy.

Some manual configuration for each model is thus required for a truly ro-
bust solution. While this could be done using a separate configuration file (as
was done in earlier Chaste releases) a better and more extensible approach
is to annotate model variables using terms from a suitable ontology, building
on the CellML metadata framework (Beard et al., 2009). The ontology pro-
vides standardised names for important quantities, eliminating the variation
in naming. Chaste currently uses its own mini-ontology for naming, which
consists of a short list of identifiers built in to the software.? However, it is
intended to work towards a community standard, so that models available
from the CellML repository are pre-annotated and ready to use directly.

2See https://chaste.comlab.ox.ac.uk/chaste/tutorials/release_2.2/
ChasteGuides/CodeGenerationFromCellML.html for more details.



Model Component V,, Iim Ch Units of

name currents
DiFrancesco and Noble membrane \% ipulse C nA
1985
Luo and Rudy 1991 membrane  V  ILstim C pA /cm?
Dokos et al. 1996 membrane E = N/A C pA
Noble et al. 1998 membrane V.  iStim Cm nA
Jafri et al. 1998 membrane V. Lstim Cm  pA/mm?
Viswanathan et al. membrane \% Ist Cm  pA/uF
1999
Matsuoka et al. 2003 membrane Vm iext Cm  pA
Hund and Rudy 2004  cell V  iStim  Acap pA/uF
Mahajan et al. 2008 cell V  iStim  N/A  pA/uF
Stewart et al. 2009 membrane \Y N/A Cm  pA/pF

Table 1: Names used for key variables, and units used for ionic currents, in a small sample
of cellular models

However, annotating every variable does introduce an additional task,
whether for the model author, curator, or user. To reduce this burden,
PyCml is capable of analysing the model mathematics to identify most of
the interface. Only V,, and Iy, are required to be explicitly identified.
From these, we can determine [j,, as described in the next section. Finding
the derivatives defined in the model is straightforward, and so extraction
of du/dt simply requires ignoring dV,,/dt. The subsidiary equations in the
model can then be analysed to determine which are required in computing
du/dt and Iy, and suitable C++ code generated for use in Chaste (Cooper,
2009).

2.2. Inconsistencies when connecting models

A common problem arising in any model coupling exercise is the existence
of incompatibilities between the component models, due to differing conven-
tions or methodologies followed in developing the constituent pieces. Three
categories of such incompatibilities were defined by Terkildsen et al. (2008)
as unit, structural, and parameter inconsistencies. These can usefully be
applied in our scenario, although frequently multiple types of inconsistency
occur together.

The simplest case to resolve is that of unit inconsistencies. These occur



when the cellular and tissue level models use different physical units for the
same quantity. A common example is the representation of time, which is
generally measured in either milliseconds (as in Chaste) or in seconds. In the
latter case a conversion is required; it is a straightforward scaling in this case
since the dimensions match. Since all quantities in a CellML model must
be explicitly associated with their units, it is possible to check automatically
that the cellular model is internally consistent and add suitable conversions
at component interfaces (Cooper and McKeever, 2008). (If the cellular model
is not internally consistent, no conversions can be performed reliably, and the
model must be corrected to ensure correct behaviour.) The interface to the
tissue model can be addressed using the same functionality, by adding a new
component to the CellML model containing variables in the units required by
the tissue model, and connecting these to the corresponding variables in the
cellular model. The tissue model then interacts only with this new interface
component.

Other quantities at the interface must also be given in consistent units.
For V,,, we know of no model that does not use millivolts (mV), but for ionic
currents the situation is more complex due to the existence of structural in-
consistencies. These refer to differences in how the biological system is repre-
sented by the mathematical equations. There are three different conventions
used in cellular models for representing transmembrane ionic currents. The
first is to use whole-cell current, which is expressed in (multiples of ) Amperes
(A) (e.g. Noble et al., 1998). Alternatively the current may be normalised,
either by the cell membrane surface area (e.g. Luo and Rudy, 1991), or by its
capacitance (e.g. Stewart et al., 2009), leading to units dimensions of A /m?
or A/F respectively. If the cellular and tissue level models use different
conventions, a simple scaling conversion is impossible. Furthermore, where
normalisation is employed, parameter inconsistencies may also play a role,
with the cellular and tissue models using different estimates for the same
biological quantity (whether cell surface area or membrane capacitance).

Fortunately, we can make use of the parameter inconsistency to perform
a suitable conversion for ionic currents into the units expected by Chaste,
pA/cm? automatically. The three cases are as follows.

1. Cellular model uses current per unit area (A/m?). These are the same
dimensions as used by Chaste for the tissue model, and so a simple
scaling is sufficient.

2. Cellular model uses current per unit capacitance (A/F). In this case we



note that the units of the ionic current are dimensionally equivalent to
those for dV,,,/dt, and so the equation for dV},/d¢ should not include
a scaling by C,, as in (2)—this is already incorporated into the cur-
rents. We thus need only to change the normalisation by scaling using
Chaste’s estimate for the membrane capacitance, measured in uF /cm?,
to obtain currents in the expected dimensions.

3. Cellular model uses whole-cell current (A). Ideally, the conversion
should be done by dividing by the (electrically active) cellular sur-
face area defined by the cellular model. However, this information
is not always available. Instead, we estimate it using the membrane
capacitance, which is given in pure capacitance units (F) within the
cellular model, but in pF/cm? by the tissue model. Since these are
conceptually supposed to represent the same quantity, the ratio of the
two yields an estimate of the electrically active area. Hence the only
additional manual effort required in this case is annotation of C,, in
the same way as for V,,,. Note that this also assumes that the cellular
model represents a single cell, and hence does not apply to models such
as that of DiFrancesco and Noble (1985) which consider a multicellular
preparation. In such cases, specific configuration is required.

If the tissue model uses a different convention from that used in Chaste,
similar conversions can be applied.?

There are further structural inconsistencies involved in the connection
of ionic currents between cellular and tissue level. The first concerns the
intracellular stimulus current, given by Ii(ml) in the tissue model and Ig;,, in
the cellular model. Within Chaste, the former is measured in gA/cm?® and
the latter in pA/cm?, as is Iio,. When the cellular model is being used in a
tissue simulation, dV,,, /dt is not evaluated, and so I, is not required there.
However, for models such as that of Hund and Rudy (2004) which assign
the stimulus current to particular ionic species in order to conserve charge,
Istim is still used in computing du/d¢. It must therefore be calculated as

3This approach to units conversions is conceptually similar to the process of non-
dimensionalisation, in which quantities intrinsic to a system are used to scale the equations,
yielding a new system using only dimensionless variables. While this technique is common
in mathematical biology, it has not generally been applied in physiological modelling;
perhaps due both to the complexity of the models and a desire to keep parameters in
physical units.



Ltim = Ii(ml)/ X, where y is given in cm™*.

A particular advantage we have observed of performing these conversions
is that it reduces the amount of per-model ‘tweaking’ required to achieve
a successful tissue simulation. For example, the same stimulus can now be
applied by Chaste to produce an action potential in each of a sample of 32
cellular models. This is in stark contrast to the default stimuli coded in the
models, which vary significantly.

Secondly, as we have alluded to already, the form of Equation (2a) can
vary significantly. The convention followed by the majority of cell models,
and expected by Chaste, is for (2a) to have the form

dv,, I+ ...+ 1, + Lm

dt Cpn ’

(3)

whence the input to (1), fion, is implicit and given by lio, = I1+. ..+ I,,. The
CellML versions of some models (e.g. Priebe and Beuckelmann, 1998) intro-
duce intermediate equations, for example dV,,/dt = dVdt, dVdt = — I,
Liot = I1 + ... + I, + Isim. Other models (e.g. Mahajan et al., 2008) use the
opposite sign for the currents comprising [, whereas others (e.g. Jafri et al.,
1998) instead invert just Igin. Each of these variations can be automatically
accounted for by PyCml, by analysing the model equations in the following
steps.

1. Firstly, the currents forming [;,, must be identified. This is done by
examining the variables appearing in (2a) and selecting those with suit-
able units (excluding Iy, ). There are a few subtleties to this. If Iy, is
defined in the model (i.e. it is not self-excitatory) then ‘suitable units’
means dimensionally equivalent to the units of Iy;,. Otherwise, the di-
mensions could be any of the three options for ionic currents discussed
above. Once [, has been identified, the convention actually used in
the model can be determined.

The equations defining the model are thus systematically searched,
starting from the definition of dV/, /dt, for variables with suitable units.
If any are found, the sum of these (with the exception of Iy ) is con-
sidered to be I;,,. If none are found at first, the definitions of variables
occurring in this equation are then searched; if no suitable variables
are found, the definitions of variables occurring in those definitions are
searched, and so on. The search is performed in this fashion in order
to ensure that currents are not double-counted, by including both a
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variable representing a sum of currents and the variables representing
the individual currents included in the sum.

One complication is that A/F is dimensionally equivalent to mV /ms,
and so if intermediate equations are used, a variable such as dVdt could
be mistakenly identified as an ionic current, despite the model using
(say) the whole-cell current convention. If Iy, is not present (and so
the convention used is unknown), the search is thus performed first
with A/F excluded from the units options, stopping after two levels of
definitions have been examined. This assumes that ionic currents will
occur either in the equation defining dV,,/d¢, in one of the equations
defining variables occurring therein, or in the definitions of variables
occurring in those equations. A model would need to be structured
very unusually to break this assumption, which is made partly for effi-
ciency, but primarily to guard against the possibility of features located
deeper within the equations being misidentified as currents, e.g. if an
ionic current was defined by dividing something measured in amps by
a capacitance. No existing models do so as far as we are aware. If no
suitable currents are found, the search is restarted with A/F included,
and no early termination.

A further complication is that I, may occur within the definition
of currents identified as part of Ij,, (this can occur if intermediate
equations are used, or with conservative cell models). A check for this
case is made when generating the code for [j,,, and if Iy;, is found, it
is replaced by zero.

2. Secondly, the sign of [;,, must be checked. Since PyCml already in-
cludes the ability to evaluate portions of a CellML model (Cooper,
2009), we can utilise this, faking the values assigned to variables, to
compute the sign of [;,, by evaluating the right-hand side of (2a). Each
of the currents identified in step 1 is (temporarily) assigned the value
1, as are other time-varying variables.* If dV,,/dt evaluates strictly
positive, [, is then considered to be negated with respect to (3).

3. Finally, if it is present, the sign of I;, must be determined. Again this
can be deduced by fake evaluation of (2a), but with different values
assigned to the variables. In this case, Iy, is set to 1, other ionic

4Constant variables retain their values given in the model, in order to account for
pathological cases, not seen in any models thus far, such as dV,,/dt = X - [0, /C,, with
X =-1.
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currents are set to 0, and all other time-varying variables are set to
1. The stimulus is then negated (as compared with (3)) if dV,,/d¢
evaluates strictly positive.

2.3. Issues for generic simulation software

Other issues are faced by software such as Chaste which is intended to
be generic, dealing with models of different cell types, and providing facil-
ities for both single-cell and tissue level simulation. The primary example
concerns identification of the intracellular stimulus Ig;,,. This will appear in
models of ventricular cells, but generally not in self-excitatory cells such as
from the sino-atrial node. If no stimulus is found, and the model represents
a ventricular cell, processing software should report an error since this in-
dicates that the stimulus has not been suitably annotated (as described in
Section 2.1). Otherwise, the stimulus current would be considered as part of
Lion, and so an additional stimulus would be applied to the cellular model,
leading to incorrect results.

If, however, the cellular model represents a self-excitatory cell, it may
not contain a stimulus current, and so no error should be reported in this
case. (It should be noted that it is not an error if a self-excitatory cell does
contain a stimulus—a Purkinje cell may exhibit both spontaneous and paced
behaviour in vivo, and some models (e.g. Sampson et al., 2010) therefore
consider both activities.) Hence annotation of the model itself is required
(or some alternative method of configuration) to indicate the type of cell
being modelled, and hence whether to expect a stimulus current.

Various other technical issues, not central to the thrust of this paper, may
also be considered. For example, we also allow metadata annotations that
specify minimum and maximum possible values for variables (e.g. to specify a
probability that must lie between zero and one, or a concentration that must
be positive). Including these enables Chaste to check during a simulation
whether a variable has gone out of range, and terminate the simulation early
with an error if this occurs. Such a situation is typically due to parameters
chosen for the numerical method being unsuitable.

3. Example simulation

To demonstrate the functionality available in Chaste for addressing the
issues described above, proof-of-concept simulation results are presented here
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(input files and a movie from a sample simulation are present in the supple-
mentary material). The simulation consists of a 1 cm fibre with the first 3 mm
comprising self-excitatory Purkinje cells (Stewart et al., 2009), and the re-
mainder ventricular cells (Noble et al., 1998). An action potential is initiated
by the Purkinje cells, and propagates along the fibre. The cellular models
are chosen to illustrate both the handling of multiple cell types described in
this section, and the units conversions for ionic currents described in Sec-
tion 2.2—the models use different conventions, both differing from Chaste’s,
as can be seen from Table 1. The Purkinje model also illustrates a challeng-
ing case for identification of [i,,, since it does not include a stimulus current,
and has currents given in dimensions of A/F.

To demonstrate the importance of interfacing models properly, six varia-
tions of the simulation are presented, half with conversions and half omitting
conversion of the ionic currents. Note that simulation time must be units
converted (the cellular models use different units) or the numerical method
fails. Three different values for the tissue model membrane capacitance C,,
are also used, to show the effect it has on the coupling. This effect is diffi-
cult to distinguish precisely, since C,, also has an effect on action potential
propagation within the tissue model.

Figure 1 shows the action potential at two nodes, one a Purkinje node and
one a ventricular node, with and without an appropriate interface conversion
of units for the ionic currents. In Purkinje cells differences are small because
the ionic current conversion for the Purkinje cell model involves merely scal-
ing by C,,. For ventricular cells, on the other hand, where the difference
between the ionic current units in the model (nA) and the ones expected by
Chaste (uA/cm?) is significant, the errors become extremely large.

Figure 2 shows the conduction velocity along the cable with and without
appropriate units conversion for the ionic currents. Results for three different
values of membrane capacitance are shown. For Purkinje nodes, where the
units conversion is a linear scaling by the value of capacitance, differences
are small and inversely related to the variations of the cell capacitance, i.e.
failing to convert the units of the ionic currents caused an underestimation of
conduction velocity when the cell capacitance is increased, while it caused an
overestimation of conduction velocity when the cell capacitance is decreased.
For the ventricular cells, on the other hand, the [, term is also divided by
the model’s value for the membrane capacitance, and since this value (in nF)
is less than 1 the [, term is smaller when conversions are not used, leading
to reduced conduction velocity for all cases.
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Control case (C,, = 1 uF/cmZ), Purkinje node
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Figure 1: Effects of omission of appropriate units conversion for the ionic currents on
the action potential profile at two nodes along the cable: node number 10 (a Purkinje
node, left panels) and a node at the end of the cable (a ventricular node, right panels).
Action potentials are plotted for the case of appropriate units conversion (“Conversion
ON”, solid lines) and without appropriate units conversion (“Conversion OFF”, dashed
lines) for three different values of membrane capacitance: the top panels show the control
case (Cp, = 1uF/cm?), the middle panels relate to the case of capacitance reduced by
10%, while the bottom panels correspond to the case of capacitance increased by 10%.
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Control case (C,=1 pF/cmz)
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Figure 2: Effects of omission of appropriate units conversion for the ionic currents on
conduction velocity. The abscissa represents the position of the cell along the 1D cable
(the first five cells are not shown, as end effects would distort the y-axis scale). The vertical
dashed line marks the junction bewteen Purkinje cells and ventricular cells. Conduction
velocities are plotted for the case of appropriate units conversion (“Conversion ON”, solid
lines) and without appropriate units conversion (“Conversion OFF”, dashed lines) for
three different values of membrane capacitance: control case (C,, = 1 uF/cm?, top panel),
reducing capacitance by 10% (middle panel), and increasing capacitance by 10% (bottom
panel).
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4. Discussion and conclusions

It is clear from the issues described above that, despite having easy access
to mathematical models in standard formats, there are still significant lim-
itations to easy model reuse if these model descriptions contain merely the
mathematical equations making up the model. This applies even if the equa-
tions themselves have been curated and verified as a correct representation,
and arranged logically into components. Additional semantic information is
required in order to determine the interface of a model, and hence to enable
interoperability.

We have described approaches to resolving many of the issues that arise in
the context of incorporating cellular electrophysiology models within a mon-
odomain or bidomain framework. Similar issues are likely to arise in other
contexts also. They may involve merely identifying which variables represent
the same biological concept, as discussed in Section 2.1, a requirement for
any model coupling exercise. More complex logic may also be required, es-
pecially when coupling models that use different mathematical formulations
(such as coupling ordinary and partial differential equations, as in this case).
A model’s equations may require re-arrangement in order to be used within
the other formulation, as in Section 2.2.

A closely related context is that of multiphysics models of the heart, in
particular coupling mechanics to the electrophysiology. As discussed by Terk-
ildsen et al. (2008), similar issues indeed arise purely at the cellular level. In
that case the parameter inconsistencies were considered and addressed man-
ually, but one could envisage a more automated approach being possible were
this to be generalised to more cell models. Support for electromechanical cou-
pling within Chaste is currently being investigated (see e.g. Pathmanathan
et al., 2010b) and the framework described in this paper will be extended
accordingly. This framework can already be used to incorporate models of
fibroblasts, and a publication on this topic is in preparation.

The situation is particularly challenging when dealing with a modelling
language that is general in scope, such as CellML. This can require further
effort on the part of tool developers in order to analyse the mathematics of
models and determine the underlying biological structure, as we have done.
Languages targeted at a particular domain have the potential to be designed
so as to make this knowledge explicit, and hence will be easier to process.
The disadvantage of this approach is that, naturally, a specific language is
needed for each biological domain, potentially resulting in reduced uptake by
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the modelling community:.

The use of metadata encoded using the standard Resource Description
Framework (RDF, http://www.w3.org/RDF) according to the CellML meta-
data framework does provide a generic approach to adding such semantic
information to model descriptions. Using a standard format for such anno-
tations has several benefits, including allowing them to be stored with the
‘canonical’ version of the model in the CellML repository (even though it
may not ‘understand’ the semantic meaning of specific annotations used).
However, to realise the full potential of this approach, further agreement is
required on how to annotate models—going beyond the framework to the
specific terms to use. This necessitates the development of ontologies by the
modelling community, codifying knowledge of how biological systems, and
the models representing them, are structured. Only through such standardi-
sation can the utility of the models available from the CellML repository be
enhanced, and reliable automated use of CellML models within tissue-level
simulations become common.

Within our framework at present, the equations of the tissue model, and
hence the specification of its desired interface, are hardcoded within the
Chaste source code. It would be desirable to have this portion of the coupled
model also available encoded in a markup language, and work on FieldML
(Christie et al., 2009) is progressing in this direction. Interfacing between
CellML and Field ML models will require careful consideration of issues such
as those we have discussed.

Finally, while the work described above makes it possible to use any
cellular model within a tissue simulation automatically, this does not imply
that doing so for a particular scenario is in any way biologically realistic.
A particular cell model may be unsuited to use in a tissue context, or it
may have been developed to represent particular experimental conditions,
with parameter values and initial conditions specified accordingly, and give
unexpected results when used outside that regime. Further work is thus
required on describing the scientific questions which the model was developed
to address, and hence assisting users in determining its suitability for use in
their study. Some initial work on this topic is presented by Cooper et al.
(2011, this issue).
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Editors’ note

Please see also related communications in this issue by Quinn et al. (2011)
and Bradley et al. (2011).
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